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Abstract
Bloom’s Taxonomy (BT) is widely used in educational institutions to produce
high-quality exam papers to evaluate students’ knowledge at different cognitive
levels. However, manual question labeling takes a long time, and not all evaluators
are familiar with BT. The researchers worked to automate the exam question
classification process based on BT as a solution. Enhancement in term weighting
is one of the ways to increase classification accuracy while working with text data.
However, all the past work on the term weighting in exam question classification
focused on unsupervised term weighting (USTW) schemes. The supervised term
weighting (STW) schemes showed effectiveness in text classification but were
not addressed in past studies of exam question classification. As a result, this
study focused on the effectiveness of STW in classifying exam questions using
BT. Hence, this research performed a comparative analysis between the USTW
schemes and STW for exam question classification. The STW schemes used in this
study are TF-ICF, TF-IDF-ICF, and TF-IDF-ICSDF, whereas the USTW schemes
used for comparison are TF-IDF, ETF-IDF, and TFPOS-IDF. This study used
Support Vector Machines, Näıve Bayes, and Multilayer Perceptron to train the
models. Accuracy and F1 score were used in this study to evaluate the classification
results. The experiment results showed that overall, the STW scheme TF-ICF
outperformed all the other schemes, followed by the USTW scheme ETF-IDF.
Both the ETF-IDF and TFPOS-IDF outperformed standard TF-IDF. The outcome
of this study indicates the future research direction where the combination of
STW and USTW schemes may increase the accuracy of BT-based exam question
classification.
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1 Introduction

The written examination is still a traditional way of
assessing students’ knowledge in today’s educational
institutions. Questioning is an effective method for
evaluating students’ knowledge. So, a high-quality
question paper needs to produce to assess the stu-
dents’ knowledge at different cognitive levels. How-
ever, producing a high-quality question paper contain-
ing questions from different cognitive levels is difficult
for the evaluators [1]. Therefore, to produce high-
quality exam papers, many academicians tend to use
a framework called Bloom’s Taxonomy (BT) [16]. Its
advantage for academicians is that it covers multiple
cognitive levels.

The cognitive domain of the BT consists of six dif-
ferent levels, which are ordered in Fig. 1 according
to their increasing level of complexity. For every cog-

nitive level of the cognitive domain, there is a set of
verb lists associated with it. These verbs are also
known as BT keywords. Academicians may classify
questions into different cognitive levels based on these
keyword lists. Still, there are some issues academicians
face while classifying questions based on BT, such as
manual classification of exam questions is very time-
consuming and tedious. The manual process of classi-
fication is not practical when it comes to the amount of
time it takes. Other than time, [30] mentioned that not
every academician has the ability to classify the cogni-
tive level of questions which may lead to high chances
of misclassification. That is why it is significant to au-
tomate the classification of exam questions using BT.

There is a lot of past research to automate the pro-
cess of BT-based exam question classification. To im-
prove classification accuracy, researchers have put a lot
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Figure 1: Each level of the cognitive domain of BT.

of effort into BT-based exam question classification.
One of the ways to achieve better classification accu-
racy is term weighting. Term weighting is a method of
indicating the importance and significance of a term in
a particular document by assigning a numerical weight
for that term. Many past studies [16, 18, 11, 17] worked
on the enhancement of the term weighting in exam
question classification. Term weighting can be both su-
pervised term weighting (STW) and unsupervised term
weighting (USTW).

All previous work on term weighting [16, 18, 11, 17]
in exam question classification focused on USTW
schemes. No past work has ever used the STW ap-
proach nor investigated whether it is effective for exam
question classification, to the best of our knowledge.
However, there is a likelihood that the STW schemes
may work well for exam question classification due to
their effectiveness in text classification. So, it is signif-
icant to investigate the effectiveness of STW schemes
for BT-based exam question classification to improve
classification accuracy. For that reason, this study aims
to conduct a comparative analysis between STW and
USTW schemes for BT-based exam question classifica-
tion.

This paper consists of five sections. The first section
is the introduction, where the background of the BT-
based exam question classification is discussed. The
next section of the paper is related work. The related
work section discussed previous studies on term weight-
ing schemes in BT-based exam question classification
in addition to the STW and USTW schemes in text
classification. The third section is the discussion of the
methodology used in this research. Section four cov-
ered the experiment results and the discussion of the
findings. The last section discussed future research and
the conclusion of the paper.

2 Related Work

Term weighting refers to the text’s vector represen-
tation in the field of text classification. In other

words, term weighting schemes assign a score to all
the terms present in the document during the vector
representation [2]. Machine learning (ML) based clas-
sifiers are unable to interpret the raw text. As a re-
sult, term weighting is essential, as raw text cannot
be directly input into the ML classifier. Indicating a
term’s importance and significance in a particular doc-
ument is another purpose of term weighting. So, as-
signing a numerical weight for all the terms present
in the document is essential for ML-based text clas-
sification. Besides feature selection and feature ex-
traction, term weighting is one of the areas where re-
searchers worked extensively to improve text classifica-
tion accuracy. In the same way, the researchers worked
on term weighting [16, 18, 11, 17] in classifying BT-
based exam questions to improve classification accu-
racy. The above-stated past studies on term weighting
for BT-based exam question classification used USTW
schemes. STW schemes are very much established in
text classification and show good effectiveness. Sev-
eral earlier studies [15, 21, 14] reported better perfor-
mance of some STW schemes in some cases compared
to USTW schemes in text classification. Similarly, us-
ing the STW scheme might improve the Accuracy of
BT-based exam question classification. So, this study
aims to investigate the effectiveness of STW schemes
for BT-based exam question classification.

2.1 USTW Schemes in Text Classification

The USTW schemes are based on the distribution of
terms in a corpus. USTW schemes do not rely on the
class information of the documents during term weight-
ing. Not considering document distribution is the ma-
jor drawback of the USTW schemes [2]. The advantage
of the USTW schemes is their applicability for binary
as well as multi-class classification problems. Binary
term weighting is one of the earliest and most basic
term weighting schemes, also called term presence (TP)
[10]. Binary term weighting comes under USTW since,
in binary term weighting, there is no class or category
distribution involvement. In binary term weighting,
if a term appears in the document, then the assigned
weight for that term is 1, else 0. The binary weight-
ing scheme fails in text classification because it cannot
distinguish whether a term appears just once or multi-
ple times [13]. Later, researchers used another USTW
scheme called term frequency (TF), in which the weight
of a term depends on the frequency of that term in the
document. According to [13], TF fails in text classifica-
tion because it gives higher weight to terms that appear
more often, yet they have no discriminative power. To
overcome the limitation of TF, researchers introduced
inverse document frequency (IDF) in text classification
[6]. IDF of a term is obtainable by dividing the total
count of documents by the total count of documents
containing that term in the corpus. IDF discriminates
between the terms that occur frequently and rarely in
the corpus. A novel USTW scheme called TF-IDF is
formed by combining TF and IDF. TF-IDF is the most
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frequently used USTW scheme in text classification [9].

2.2 STW Schemes in Text Classification

Text classification is a supervised learning task, so class
information is available for every document. Unlike
USTW, STW considers the distribution of the docu-
ments to the classes or categories present in a dataset.
STW schemes often use local weighting schemes such
as TP, TF, and augmented term frequency (ATF) in
addition to document distribution. In other words, the
IDF portion of the USTW scheme TF-IDF is replaced
with the supervised component, as shown in Table 1.

[7] proposed three statistics-based STW schemes:
TF- information gain, TF-chi-square, and TF-gain ra-
tio, which are also famous as feature selection methods
in ML. The experiment result of [7] showed the overall
superiority of the gain ratio over the other two statisti-
cal approaches, chi-square and information gain. This
paper further mentioned that the STW schemes did
not show consistent superiority over the USTW scheme
TF-IDF. Many studies [15, 21, 9] widely compared
these popular statistics-based term weighting methods
with USTW schemes such as TF and TF-IDF in text
classification. [15] reported that, in some cases, these
STW schemes outperformed USTW schemes, but the
consistent superiority of STW schemes over the USTW
schemes is not proven. [10] discussed an issue regarding
the popular statistics-based STW schemes. They men-
tioned that statistics-based STW schemes have limita-
tions when it comes to multi-class classification prob-
lems. These statistics-based STW schemes were de-
signed for binary classification problems by default.
Statistics-based STW schemes can be used for multi-
class problems by the one vs. rest classification method
but are computationally expensive.
There are a lot of schemes proposed by the re-

searchers applicable for multi-class text classification,
as shown in Table 1. [21] reported an issue regard-
ing the TF. They stated that exam questions usually
contain fewer terms. For that reason, the TF of each
term is usually 1. They further mentioned that a term
in a question might have multiple occurrences, but it
is tough to claim that the multiple occurrences of the
terms should be more significant than the terms with
TF 1. So they proposed QF*ICF and IQF*QF*ICF,
where QF and IQF are question frequency and in-
verse question frequency. These two STW schemes
are supervised variants of the famous USTW scheme
TF-IDF and can be used for multi-class text classifi-
cation. [26] proposed term-frequency-inverse category
frequency (TF-ICF). TF-ICF differs from the QF*ICF
since it uses TF instead of question frequency. Their
experiment result showed that TF-ICF outperformed
TF and TF-IDF consistently in all the experiments.
[22] combined the TF-ICF with the IDF and intro-
duced TF-IDF-ICF. They highlighted that both TF-
IDF and TF-ICF favor rare terms. To create posi-
tive discrimination between rare and frequent terms,
they modified the TF-IDF-ICF and proposed another

Table 1: Previous research work on STW in text clas-
sification.

Research Work Binary or Multi-class? Proposed scheme
[7] Binary TF-Chi-square (X2)
[7] Binary TF-Information Gain (IG)
[7] Binary TF-Gain Ratio (GR)
[21] Multi-class QF*ICF
[21] Multi-class IQF*QF*ICF
[26] Multi-class TF-ICF
[22] Multi-class TF-IDF-ICF
[22] Multi-class TF-IDF-ICSDF
[4] Multi-class TF-IGM, RTF-IGM
[10] Multi-class ITE
[8] Multi-class TF-IGMimp, RTF-IGMimp
[5] Multi-class TF-DFS, TF-MDFS

STW scheme called TF-IDF-ICSDF, where ICSDF is
the short form of inverse class space density frequency.
[4] mentioned that standard TF-IDF is not fully ef-
fective in text classification. So, they proposed a new
STW scheme called TF-IGM and its variant RTF-IGM.
IGM stands for inverse gravity moment, and RTF is
the square root of TF. Their experiment result showed
that the TF-IGM and RTF-IGM outperformed the TF-
IDF and the STW schemes such as TF-CHI, TF-Prob,
TF-IDF-ICSDF, and TF-RF. [10] proposed an STW
scheme inverse term entropy (ITE), which is applica-
ble for multi-class classification and is computationally
less expensive than the statistics-based STW schemes.
[8] proposed an improved version of TF-IGM and RTF-
IGM. Their experiment result showed that the pro-
posed STW schemes TF-IGMimp and RTF-IGMimp
outperformed the standard TF-IGM and RTF-IGM.
A novel STW scheme called TF-DFS was proposed
by [5] by adapting the distinguishing feature selec-
tor, a famous feature selection method. In the same
paper, they also proposed a modified version of TF-
DFS named TF-MDFS to solve the defects found in
TF-DFS. The overall experiment result showed that
the TF-MDFS outperformed the advanced weighting
schemes.

Exam question classification based on BT is a multi-
class text classification problem. Statistics-based STW
schemes proposed by [7] were devised mainly for bi-
nary classification and are computationally expensive
if we want to use them for multi-class classification
[10]. The STW schemes TF-ICF, TF-IDF-ICF, and
TF-IDF-ICSDF are the base or standard schemes for
the multi-class text classification. The newly proposed
term weighting schemes such as TF-IGM, RTF-IGM,
ITE, TF-IGMimp, RTF-IGMimp, TF-DFS, and TF-
MDFS can be used for multi-class classification prob-
lems. But this research aims to investigate whether
the STW schemes are effective or not for BT-based
exam question classification. For that reason, the base
schemes can be used to investigate the effectiveness
of the STW schemes for exam question classification
based on BT instead of the most recently proposed
schemes. So, this study used standard STW schemes
TF-ICF [26], TF-IDF-ICF [22], and TF-IDF-ICSDF
[22] in this comparative study.
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Table 2: Past work on term weighting in BT-based
exam question classification.

Research Work Approach Scheme
[18] Rule-based Category Weighting
[28] ML-based TF-IDF
[11] Rule-based Category Weighting
[23] ML-based Binary
[16] ML-based ETF-IDF
[17] ML-based TFPOS-IDF

2.3 Related Work in Exam Question Classification

Table 2 presents the works on term weighting by the
previous researchers in exam question classification. In
previous work, we found two approaches to classify
exam questions: rule-based and ML-based. As shown
in Table 2, all the works regarding the term weight-
ing in ML-based exam classification are USTW. From
Table 2, we can see that both studies [18, 11] used
a rule-based approach to classify the exam questions
based on BT. [18] highlighted that the BT levels have
overlapping keywords. Because of the overlapping key-
word problem, a question might fall into more than one
cognitive level. So, they introduced category weighting
to overcome the keyword overlapping problems. The
weight was calculated based on the question’s category
from subject matter experts (SMEs). [11] used a dif-
ferent way of calculating the category weighting. In-
stead of calculating from SMEs as done by [18], they
used wordnet similarity and the cosine similarity val-
ues to assign the weight for each question category. To
identify the most suitable algorithms for exam ques-
tion classification based on BT, [11] also compared sev-
eral wordnet similarity algorithms. Path similarity was
found to be the best algorithm among the wordnet sim-
ilarity algorithms. Their experimental results showed
that among 45 questions, 32 questions were classified
correctly by using the ruleset they generated.
Some past studies [28, 19] used TF-IDF for the term

weighting in ML-based exam question classification.
They used the standard TF-IDF to represent the ques-
tions in vector format since the raw text cannot be
fitted directly into ML algorithms for the training. Af-
ter computing the TF-IDF, length normalization was
applied to get the normalized weight for the terms. Ac-
cording to [23], TF and TF-IDF perform best in a situ-
ation where a specific term frequently occurs in a ques-
tion. But in a question, multiple occurrences of terms
are rare since the question contains very few words,
unlike the documents. So, instead of using TF and
TF-IDF, [23] used the binary term weighting scheme
to weight the terms. [16] mentioned that verbs have
a higher impact than any other parts of speech (POS)
while determining the cognitive levels of exam ques-
tions. Other than verbs, nouns and adjectives have
a higher impact than the rest of the POS. But the
traditional TF-IDF does not consider POS while cal-
culating the weight. So, they modified the traditional
TF-IDF and proposed an enhanced TF-IDF weighting

scheme. The Stanford tagger (version 3.9.1) was used
to tag the terms of the questions and assign a weight
based on POS. For the experiment, several classifiers
were used such as Support Vector Machines (SVM),
Näıve Bayes (NB), and K-Nearest Neighbors (KNN).
The proposed method of [16] showed improvement in
the exam question classification. [16] conducted an-
other study [17] in later years. They proposed an-
other term weighting scheme based on POS in the
latter study. In addition, they attempted to address
the issue of BT keyword overlap by integrating the
word embedding approach Word2Vec with their pro-
posed TFPOS-IDF. For the experiment, several classi-
fiers were used, such as KNN, Logistic Regression (LR),
and SVM. The proposed method was tested with mul-
tiple datasets. The experiment result showed that com-
bining enhanced TFPOS-IDF and Word2Vec improved
classification accuracy.

For this comparative task, both category weighting
schemes shown in Table 2 are not applicable in this
work since these schemes were devised for rule-based
exam question classification. Term weighting schemes
such as Binary, TF-IDF, ETF-IDF, and TFPOS-IDF
are usable for ML-based classification. Binary term
weighting is the most basic USTW scheme. So, this
study implemented TF-IDF, ETF-IDF, and TFPOS-
IDF to compare the results with the STW schemes.

2.4 Research Gap Analysis

All the works related to term weighting in ML-based
exam question classification are USTW schemes, as
shown in Table 2 and the preceding discussion. De-
spite the success of STW schemes in text classification,
no past work tested the effectiveness of STW schemes
for BT-based exam question classification. The use
of STW schemes in exam question classification may
reduce misclassification. So, this comparative study
tested the effectiveness of STW schemes for BT-based
exam question classification.

3 Research Method

Fig. 2 illustrates all the phases involved in the method-
ology used in this study. These phases are preprocess-
ing, Feature extraction, classification, and model eval-
uation. All these phases are discussed in detail in this
section.

3.1 Dataset

This study used three different datasets. All three
datasets are from past research. The purpose of us-
ing multiple datasets is to investigate the effectiveness
of STW schemes for questions from a single domain
as well as for the multi-domain. The first dataset [23]
comprises a total of 181 questions, all of which are from
the business domain. The second dataset is also from
the same study and consists of 415 questions. These
questions were collected from several universities in
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Figure 2: Phases involved in exam question classifica-
tion model.

Table 3: Class distribution of all datasets.

Cognitive Level single-domain multi-domain-1 multi-domain-2
Knowledge 23 50 56
Comprehension 37 135 92
Application 29 72 62
Analysis 30 56 45
Synthesis 29 45 66
Evaluation 33 57 66
Total 181 415 387

Malaysia. The second dataset contains questions from
various areas or fields, such as Science, Computing,
Multimedia, Mathematics, Social Science, Program-
ming, and Business. The third dataset used in this
study contained 600 questions and was introduced by
[29]. The authors of [29] collected these questions from
the item bank accessible over the internet. Among 600
questions, many questions don’t contain any BT key-
words. After removing these two types of questions,
387 questions remain in this dataset. Every question of
each dataset was already labeled according to the cog-
nitive domain of BT. Table 3 shows the distributions
of questions at each level of BT for all the datasets,
and some sample questions from the first dataset are
shown in Table 4.

3.2 Preprocessing

The raw text data cannot be directly input into the
ML algorithms. So, preprocessing the data is essen-
tial. Lowercase conversion, tokenization, punctuation
removal, stop word removal, lemmatization, and POS
tagging are the steps involved in preprocessing. These
methods are the standard way of preprocessing exam
questions, which have been widely used in past studies
[1, 16, 11, 19, 29]. The famous python library Natu-
ral Language Toolkit (NLTK, version 3.6.1) was used

for lemmatization and Stop word removal. NLTK has
been widely used in past studies [16, 17] for prepro-
cessing exam questions. A question can contain multi-
ple sentences. Only sentences containing the BT key-
words were preprocessed. All terms in each question
were transformed to lowercase, and unnecessary sen-
tences were discarded from the dataset. Tokenization
and punctuation removal were performed through reg-
ular expression. The Stanford tagger (version 4.2.0)
was used to obtain the POS tagging of each term af-
ter tokenization and punctuation removal. Stanford
tagger was also used in past studies [17, 24]. Follow-
ing that, the stop words in the question were removed
using NLTK’s standard stop word list. Finally, lemma-
tization was used to derive the root word of each word
present in the question. The WordNetLemmatizer of
the NLTK was used to perform the lemmatization. The
output of each process involved in preprocessing is elab-
orated below in Table 5 with the help of a question
taken from the single-domain dataset.

Sample question used in Table 5. “Davenport
(2000) discusses four emerging trends to be considered
in designing future enterprise systems. Analyse each
emerging trend, its relevance and importance to the
designing of future enterprise systems.”

3.3 Feature Extraction

Following preprocessing, a feature set needs to extract
for training the classification model. In the feature
extraction process, a feature set was extracted first,
and after that, performed the term weighting. During
model training, all the extracted features from the ini-
tial dataset were considered independent variables or
features.

Unigram: Unigram is a simple feature extraction
method that creates a set of all unique terms from the
dataset. Several Past studies [16, 17, 24] used unigram
to obtain the feature set from the questions. Other
than unigram, as reported by [24], there are many more
techniques to obtain the feature set, such as bigram,
trigram, POS tagging, headword, and so forth. The ba-
sic feature extraction approach unigram was used since
this study focused on term weighting for exam ques-
tion classification. Terms with low frequencies may be
significant in classifying exam questions. As a result
of feature selection, we may lose those important fea-
tures. So, no feature selection was performed in this
study after extracting the feature set. [23] also avoided
feature selection with the concern of losing important
features that rarely occur in question. Other than [23],
numerous past studies [16, 17, 24] on term weighting
did not perform feature selection. Another reason for
not performing feature selection in this study is the
small dataset, since creating a large dataset of exam
questions is very difficult, time-consuming, and chal-
lenging.
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Table 4: Sample questions from the single-domain dataset for each cognitive level.

Cognitive Level Sample Question

Knowledge
“State TWO (2) advantages of continuous bioreactors over batch bioreactors.”
“Name a major culture collection.”

Comprehension
“Describe the term ’urbanization’ and discuss how urbanization influences
development of marketing and advertising strategies.”

“Construct a confusion matrix for the data and estimate the Apparent Error Rate.”

Application
“Solve the following optimization problem by using the golden section search
method and terminate the computation when the length of the interval.”

“Use Lagrange multiplier to solve the following nonlinear programming problem.”

Analysis
“Discuss in detail the criteria used to assess the success or failure of a newly
released transgenic crop with improved tolerance to stress.”

“Examine the connection and connectionless protocols using appropriate examples.”

Synthesis
“Suggest a possible Java Web architecture(s) for the proposed application based
on the case study.”

“Discuss TWO (2) web application frameworks that are suitable to be used in the
proposed application.”

Evaluation
“Differentiate between classification and prediction. Justify your answer using
an example for each.”

“Based on your opinion, discuss critically, how far you agree that race relations
have become unhealthy in our country.”

Table 5: The output of each process involved in preprocessing.

Process Output Remarks

Lowercase Conversion

“davenport (2000) discusses four emerging trends to be
considered in designing future enterprise systems. analyse
each emerging trend, its relevance and importance to the
designing of future enterprise systems.”

Lowercase conversion converted all the
terms present in the question to lowercase.

Removing unimportant
sentences

“analyse each emerging trend,its relevance and importance
to the designing of future enterprise systems.”

Removed the first sentence from the
question since no BT keyword is present
in that sentence.

Tokenization
[‘analyse’, ‘each’, ‘emerging’, ‘trend,’ , ‘its’, ‘relevance’,
‘and’, ‘importance’, ‘to’, ‘the’, ‘designing’, ‘of’, ‘future’,
‘enterprise’, ‘systems.’]

Question tokenized into words.

Punctuation removal
[‘analyse’, ‘each’, ‘emerging’, ‘trend’ , ‘its’, ‘relevance’,
‘and’, ‘importance’, ‘to’, ‘the’, ‘designing’, ‘of’, ‘future’,
‘enterprise’, ‘systems’]

Removed the comma from the end of the
word ‘trend’ and removed the full stop
from ‘systems.’

POS Tagging

[(‘analyse’, VB), (‘each’, DT), (‘emerging’, VBG),
(‘trend’, NN), (‘its’, PRP$), (‘relevance’, NN), (‘and’, CC),
(‘importance’, NN), (‘to’, IN), (‘the’, DT), (‘designing’, NN),
(‘of’, IN), (‘future’, JJ), (‘enterprise’, NN), (‘systems’, NNS)]

Where NN = Noun (singular), DT =
Determiner, VB = Verb, JJ = Adjective,
VBG = Verb (gerund) , PRP$ = Possessive
Pronoun, CC = Coordinating Conjunction,
IN = Preposition and NNS = Noun (plural).

Stop word removal
[(‘analyse’, VB), (‘emerging’, VBG), (‘trend’, NN),
(‘relevance’, NN), (‘importance’, NN), (‘designing’, NN),
(‘future’, JJ), (‘enterprise’, NN), (‘systems’, NNS)]

Stop words: ‘each,’ ‘its,’ ‘and,’ ‘to,’ and
‘of’ removed from the question.

lemmatization
[(‘analyse,’ VB), (‘emerge,’ VBG), (‘trend,’ NN),
(‘relevance,’ NN), (‘importance,’ NN), (‘design,’ NN),
(‘future,’ NN), (‘enterprise,’ NN), (‘system,’ NNS)]

The words ‘emerging,’ ‘designing,’ and
‘systems’ are converted to their root form
‘emerge,’ ‘design,’ and ‘system,’ respectively.

Term Weighting: This study implemented the six-
term weighting schemes selected in the literature re-
view. Among them, three are USTW schemes: TF-
IDF [28, 19], ETF-IDF [16], TFPOS-IDF [17], and the
rest of the three are STW schemes: TF-ICF [26], TF-
IDF-ICF [22], TF-IDF-ICSDF [22].

USTW Schemes. This section discussed the USTW
schemes used in this comparative study.

TF-IDF: TF-IDF is the acronym for the term
frequency-inverse document frequency. There are a
lot of variants of TF-IDF present in text classification
and exam question classification, as reported by [25].
In exam question classification, the variant used by
[17] is not the same as the one used by [28]. Among
the variants of TF-IDF, [25] found the variant used by

[17] as the most optimal one. Hence this study used
this variant of TF-IDF. The formulas for TF and IDF
are given in Eq. (1) and Eq. (2), respectively.

TF (t, d) =
C(td)

Td
(1)

Where C(td) is the number of times t appears in docu-
ment d, and Td indicates the total number of terms in
document d.

IDF (t) = 1 + log

(
D

dt

)
(2)

Where D is the total number of documents in the cor-
pus, and dt is the number of documents containing the
term t.
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Finally, TF.IDF (t, d) is the multiplication of the
TF and IDF, as shown in Eq. (3).

TF − IDF (t, d) = TF (t, d).IDF (t) (3)

ETF-IDF: [16] enhanced the traditional TF-IDF by
introducing the impact factor (IF). Eq. (4) shows the
formula for calculating the impact factor. The impact
factor was assigned to the terms based on the POS.

IF (t) =

 X(t) + 3, if t is V B
X(t) + 1, if t is NN or ADJ

1, otherwise

 (4)

Where X(t) is,

X(t) =

√√√√ 1

C

C∑
i=1

(
eq (t, ci)−

1

C

)2

(5)

In Eq. (5), C refers to the total number of classes in
the dataset. The equation eq (t, ci) indicates the total
number of documents that exist in class ci and contains
the term t, divided over the total number of documents
in the corpus.
Finally, the enhanced TF-IDF was calculated by

multiplying TF-IDF with the impact factor, as shown
in Eq. (6).

E − TFIDF (t, d) = TF − IDF (t, d).IF (t) (6)

TFPOS-IDF: The same authors of ETF-IDF pro-
posed this scheme in a later study [17].

wpos(t) =

 w1, if t is V erb
w2, if t is Noun or Adjective

w3, otherwise

 (7)

where weight value for w1 = 5, w2 = 3, and w3 = 1.
The TFPOS was calculated with Eq. (8).

TFPOS(t, d) =
C (t, d) ∗ wpos(t)∑
i C(ti, d) ∗ wpos(ti)

(8)

Where C (t, d) is the number of times t appears in doc-
ument d and

∑
i C(ti, d) is the total number of terms

in document d.
Finally, the TFPOS-IDF was calculated with Eq.

(9), where the newly calculated TFPOS was multiplied
by the IDF described in Eq. (2).

TFPOS − IDF (t, d) = TFPOS(t, d).IDF (t) (9)

STW Schemes. This section discussed the STW
schemes used in this comparative study.
TF-ICF: The full form of TF-ICF is the term

frequency-inverse category frequency, proposed by [26].
The formula of TF-ICF is given in Eq. (10). The find-
ings of [25] reported that the variant of TF used in

TF-ICF was the most optimal among all the variants
of TF.

TF − ICF (ti, dj) = tf(ti, dj) ∗ log(1 +
|C|

cf(ti)
) (10)

From Eq. (10), tf(ti, dj) is the raw TF of term ti in
document dj . |C| denotes the total number of classes in
the training corpus. cf(ti) denotes the count of classes
where term ti occurs.
TF-IDF-ICF: Term frequency-inverse document

frequency-inverse category frequency is the full form
of TF-IDF-ICF. This scheme is proposed by [22].

TF − IDF = tf(ti, dj) ∗ (1 + log
D

d(ti)
) (11)

TF − IDF − ICF = TF − IDF ∗ (1+ log
C

c(ti)
) (12)

From Eq. (11), tf(ti, dj) is the raw TF of term ti in
document dj . D denotes the total number of docu-
ments in the corpus. d(ti) denotes the total number of
documents containing the term ti. C denotes the total
number of classes in the training corpus. c(ti) denotes
the count of classes where the term ti occurs.
TF-IDF-ICSDF: This STW scheme is also pro-

posed by [22]. The full form of TF-IDF-ICSDF is
the term frequency-inverse document frequency-inverse
class space density frequency.

TF − IDF − ICSDF = TF − IDF ∗1 + log
C∑C

k=1
d(ti, ck)

d(ck)

 (13)

In Eq. (13), the TF-IDF portion of TF-IDF-ICSDF
remains the same as in Eq. (11). The total number
of documents belonging to class ck is denoted as d(ck).
The count of documents belongs to class ck and con-
tains the term ti is denoted as d(ti, ck).
The authors who proposed the schemes: TFPOS-

IDF, TF-ICF, TF-IDF-ICF, and TF-IDF-ICSDF nor-
malized the term weighting values before training the
classification model. So, all the term weighting schemes
used in this study were normalized except TF-IDF and
ETF-IDF by following the authors who proposed these
schemes. The normalization step was not performed
for the NB classifier since the performance of NB may
drop with the normalization, as observed from the out-
come of [25]. The L2 normalization was used in this
study to normalize the term weighting values by fol-
lowing the earlier studies [17, 24]. The equation that
represented l2 normalization is:

L2 =

√√√√ n∑
i=1

x2
i (14)

Where x is the weight of a term in the question, and n
is the total number of terms in the question.
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3.4 Classification

Three ML algorithms were used in this study to train
the exam question classification model. They are SVM,
NB, and Multi-Layer Perceptron (MLP). Following
past studies [16, 17, 23] of exam question classification,
a famous Python open-source library Scikit-learn (ver-
sion 1.0.1), was used in this study to train and validate
the classification model.

SVM. SVM was introduced by [12] in text classi-
fication, a supervised ML algorithm. It works by
learning an optimal hyperplane (also known as lin-
ear decision boundary [1]) that best divides the two
sets of data from each other [24]. In exam question
classification, SVM is frequently used in past studies
[1, 28, 29, 27] , and is known for higher text classifica-
tion accuracy [23]. Exam question classification, like
text classification, contains high-dimensional feature
spaces. The advantage of using SVM is it generalizes
well in high-dimensional feature spaces, as mentioned
by [18]. Many previous studies [16, 24] used the linear
kernel of SVM and adopted it in this study.

NB. The second classifier used in this study is NB, a
supervised ML classifier. NB has been used frequently
in several applications, including the text classifica-
tion task, and achieves state-of-the-art results [1]. The
multinomial variation of NB was used in this study,
which was also used in past studies [16, 24] of exam
question classification.

MLP. The third classifier used in this study is MLP,
also known as the feed-forward artificial neural network
(ANN). MLP classifier consists of three layers: input
layer, hidden layer, and output layer. More than one
hidden layer can be possible in MLP, but this research
used one hidden layer as used by an earlier study [30]
for question classification. Regarding the number of
neurons or nodes in the hidden layer, this study used
the default setting of the MLP classifier available in
Scikit-learn.

3.5 Evaluation

This study used two evaluation metrics, such as Ac-
curacy and F1 score, to evaluate the performance of
the classifiers. The number of correctly predicted data
points out of all the data points present in the dataset is
known as Accuracy. On the other hand, the F1 score is
the harmonic mean of precision and recall. These eval-
uation metrics have been used often in previous studies
[28, 29, 27] of exam question classification.

To split the dataset for training and testing the
ML classifiers, this study used k-fold cross-validation.
This method has been widely used in past studies
[16, 19, 24, 3] of BT-based exam question classifica-
tion. Regarding the k-value, different studies used dif-
ferent values, such as [16] used 5-fold, [19], and [3] used

10-fold. Other than these studies, [24] introduced mul-
tiple k values for cross-validation starting from 3 until
10. They computed the average value of each k-value
first (refer to Eq. (15)), followed by the average of all
k-values (refer to Eq. (16)) obtained to evaluate the
classifiers. This study adopted the multiple k-values
technique since it provides a more realistic and reliable
result, as reported by [24].

Āk =

∑k
i=1 Ai

k
(15)

Where Āk is the average Accuracy/F1 score of each k-
fold value. Ai is the Accuracy/F1 score of a particular
fold.

A =

∑10
k=3 Ak∑10
3 1

(16)

Where A refers to the average Accuracy/F1 score of all
k values. Āk indicates the average Accuracy/F1 score
of each k-fold value.

4 Results and Discussion

This study used six different term weighting schemes,
three classifiers, and three datasets for comparison.
The term weighting schemes used are TF-IDF, ETF-
IDF, TFPOS-IDF, TF-ICF, TF-IDF-ICF, and TF-
IDF-ICSDF. The first three are USTW schemes, and
the rest of the three are STW schemes. The classi-
fiers used in this study are SVM, NB, and MLP. This
study used the Scikit-learn library to train and test the
classifiers. The default setting was used for NB. The
linear kernel was used with the one-vs-one multi-class
strategy for SVM, as exam question classification based
on BT is a multi-class text classification task. As for
the MLP classifier, the default setting was used except
for the solver. The ‘lbfgs’ was used as a solver since it
converged faster than the default ‘adam’ with the small
dataset, according to the documentation of Scikit-learn
[20]. This study used Accuracy and F1 score to evalu-
ate the performance of the classifiers. Stratified cross-
validation was used in this study to split the datasets
for training and testing. The random state of cross-
validation produces the same result across a different
run. According to the Scikit-learn documentation [20],
a random state can be any integer number. So, this
study used 42 as a random state. Regarding the k
value of the cross-validation, this study used the k-fold
values ranged 3 to 10 for more dependable results.

4.1 Term Weighting Results

The term weighting values for two questions are tabu-
lated in tables 6 and 7. These two questions were se-
lected randomly from the single-domain dataset. The
first question contains one verb, which is also a BT key-
word. Apart from the BT keyword, the second ques-
tion contains two non-BT verbs: ‘implement’ and ‘re-
inforce.’ The verb ‘implement’ is not a BT keyword
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Table 6: Term weighting values of each term weighting scheme for a question.

Scheme type Terms/ TW briefly describe (V) general type factor production

USTW
TF-IDF 0.3762 0.4132 0.5429 0.3924 0.4264 0.4927
ETF-IDF 0.2161 0.7503 0.3635 0.2613 0.2846 0.3297
TFPOS-IDF 0.1074 0.5898 0.4649 0.3360 0.3651 0.4219

STW
TF-ICF 0.3509 0.3509 0.6215 0.2926 0.2926 0.4428
TF-IDF-ICF 0.3124 0.3431 0.6161 0.2945 0.3200 0.4645
TF-IDF-ICSDF 0.2671 0.3246 0.6222 0.2872 0.3505 0.4802

Table 7: Term weighting values of each term weighting scheme for a question.

Scheme type Terms/ TW discuss (V) how implement (V) organization reinforce (V) financial stand

USTW
TF-IDF 0.2396 0.2380 0.3655 0.3225 0.4223 0.4223 0.4223
ETF-IDF 0.3595 0.1139 0.5530 0.1786 0.6396 0.2354 0.2354
TFPOS-IDF 0.3269 0.0649 0.4985 0.2639 0.5760 0.3456 0.3456

STW
TF-ICF 0.2337 0.2011 0.3536 0.2011 0.4964 0.4964 0.4964
TF-IDF-ICF 0.1879 0.1712 0.3599 0.2320 0.5006 0.5006 0.5006
TF-IDF-ICSDF 0.1360 0.1324 0.3588 0.2713 0.5038 0.5038 0.5038

here since this verb is the root form of the word ‘im-
plemented’ after the lemmatization. However, the BT
keyword ‘describe’ is present in the first question, while
the BT keyword ‘discuss’ is present in the second.

From Table 6, we can observe that in both ETF-IDF
and TFPOS-IDF, the difference in weight between the
verb and the rest of the POS is higher than in TF-
IDF. That is because the ETF-IDF and TFPOS-IDF
assigned a higher weight to the verbs than the other
POS, which is not the case for TF-IDF. The same
case we can observe in Table 7 also. As for the STW
schemes, overall, the difference in weight between the
verb and other POS is higher with TF-ICF than with
the other STW schemes. The IDF could be the rea-
son behind reducing the weight of the verbs. Since in
both TF-IDF-ICF and TF-IDF-ICSDF, IDF is present
but not in TF-ICF. In TF-IDF-ICSDF, the weights
of verbs even decreased compared to the TF-IDF-ICF.
The decrement in verb weight could result from ICSDF
since ICF was replaced with ICSDF in TF-IDF-ICSDF.

4.2 Results of SVM

This section discussed the results of SVM with all term
weighting schemes and datasets used in this study.
From Fig. 3, Among the three USTW schemes, over-
all, TFPOS-IDF outperformed ETF-IDF with a differ-
ence of 1% and 0.8% in Accuracy and F1 score, re-
spectively. Though in multi-domain-1, ETF-IDF out-
performed TFPOS-IDF with a slight difference of 0.4%
and 0.7% in Accuracy and F1 score, as can be seen from
Table 8. However, in the other two datasets, TFPOS-
IDF outperformed ETF-IDF. Regarding the standard
TF-IDF, it performed the least satisfactorily among
the three USTW schemes in all three datasets. In other
words, ETF-IDF and TFPOS-IDF consistently outper-
formed TF-IDF in all the datasets with the SVM clas-
sifier. In the single-domain dataset, the difference in
performance between TF-IDF and ETF-IDF is nearly
identical. The difference in performance between TF-
IDF and ETF-IDF in the single-domain dataset is ap-

proximately 0.3% and 0.9% in terms of Accuracy and
F1 score, respectively. On the other hand, the differ-
ence between TF-IDF and TFPOS-IDF is 1.8% and
2.5% in the Accuracy and F1 score, respectively, in the
single-domain dataset. In the other two datasets, the
difference is higher.

These results showed the impact of POS-based
weighting in the classification process. Among the
POS, verbs were given a higher weight in ETF-IDF
and TFPOS-IDF compared to the other POS. The
term ‘describe,’ which is a verb, got a higher weight
in both ETF-IDF and TFPOS-IDF among the terms
in the question, as shown in Table 6. As a result, it
created better discrimination between the verbs and
other POS. But in the case of TF-IDF, the weight
for the verb ‘describe’ is lower than the weight of
other terms such as ‘general,’ ‘factor,’ and ‘produc-
tion.’ A similar effect can be observed in Table 7
also. So, ETF-IDF and TFPOS-IDF created better
discrimination than the TF-IDF between the verb and
other POS. That could be the possible reason for the
better performance of ETF-IDF and TFPOS-IDF over
standard TF-IDF.

Among the STW schemes, TF-ICF outperformed the
other two schemes in all three datasets. TF-IDF-ICF
performed very closely to TF-ICF in the single-domain
dataset with an approximate difference of 1% and 1.2%
in Accuracy and F1 score, respectively. But in other
datasets, TF-ICF significantly outperformed TF-IDF-
ICF in both Accuracy and F1 score. Both TF-ICF and
TF-IDF-ICF outperformed TF-IDF-ICSDF across all
datasets and evaluation metrics. The IDF is present
in both TF-IDF-ICF and TF-IDF-ICSDF but not in
TF-ICF. Because the only difference between TF-ICF
and TF-IDF-ICF is the IDF, we may deduce that the
performance of TF-IDF-ICF is lower than TF-ICF be-
cause of the IDF. Tables 6 and 7 show that overall,
the difference in weight between the verb and other
POS is decreased in both TF-IDF-ICF and TF-IDF-
ICSDF compared to the TF-ICF. It is a clear im-
pact of IDF, which reduced the weight of the verb,
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Table 8: Results of SVM- Accuracy (Acc.) and F1 score (F1).

Dataset USTW Schemes STW Schemes
TF-IDF ETF-IDF TFPOS-IDF TF-ICF TF-IDF-ICF TF-IDF-ICSDF
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

single-domain 0.703 0.694 0.706 0.703 0.721 0.719 0.764 0.763 0.754 0.751 0.673 0.668
multi-domain-1 0.639 0.620 0.696 0.689 0.692 0.682 0.704 0.697 0.660 0.648 0.581 0.550
multi-domain-2 0.726 0.724 0.786 0.785 0.803 0.802 0.812 0.809 0.772 0.770 0.704 0.697

Figure 3: Average Accuracy (a) and average F1-score (b) of each term weighting scheme with SVM.

resulting in the reduction of discrimination power be-
tween the verb and other POS. The authors of [22],
who proposed both TF-IDF-ICF and TF-IDF-ICSDF
in text classification, reported better performance of
TF-IDF-ICSDF compared to TF-IDF-ICF. However,
text classification differs from exam question classifi-
cation. Since, in exam question classification, BT key-
words, verbs, and nouns are more important than any
other terms present in the question, which is not the
case in text classification [24]. If we compare the TF-
IDF-ICF and TF-IDF-ICSDF, the ICF is replaced by
ICSDF in TF-IDF-ICSDF. So, we can conclude that
the ICSDF is the reason behind the least satisfactory
result of TF-IDF-ICSDF. However, the result may dif-
fer with a large dataset since these schemes were tested
with large datasets by the authors who proposed these
schemes in text classification.

Comparison of the STW and USTW schemes
with SVM. Fig. 3 shows the average performance
of each term weighting scheme with the SVM clas-
sifier. The average performance of each scheme was
computed by averaging the results of each dataset.
Using SVM as a classifier, if we compare both STW
and USTW schemes, the STW scheme TF-ICF outper-
formed all the other schemes used in this comparative
study with an average Accuracy of 0.760 and an aver-
age F1 score of 0.756. Overall, USTW schemes ETF-
IDF and TFPOS-IDF outperformed the STW scheme
TF-IDF-ICF. On the other hand, the STW scheme TF-
IDF-ICSDF performed the least satisfactorily among
all the term weighting schemes used in this study.

With the SVM, the consistent superiority of TF-ICF
was found over the USTW schemes in this study, even
though the higher weight was assigned to the verbs in
ETF-IDF and TFPOS-IDF. The USTW scheme ETF-
IDF and TFPOS-IDF contained IDF. When the IDF
combined with TF-ICF, it reduced the performance,
which we have seen in the case of TF-IDF-ICF. Thus,
IDF could be a factor in the less satisfactory results
of ETF-IDF and TFPOS-IDF. So, we can conclude
that despite the higher weight assigned to the verbs
in ETF-IDF and TFPOS-IDF, still, TF-ICF outper-
formed both ETF-IDF and TFPOS-IDF with the SVM
classifier.

4.3 Results of NB

This section discussed the results of NB with all
term weighting schemes and datasets used in this
study. Overall, ETF-IDF outperformed TFPOS-IDF
and standard TF-IDF among the USTW schemes with
the NB, as shown in Fig. 4. Although in the single-
domain dataset, TFPOS-IDF performed slightly better
than ETF-IDF, as demonstrated in Table 9. How-
ever, in other datasets, ETF-IDF performed signifi-
cantly better than TFPOS-IDF. The performance of
ETF-IDF in terms of Accuracy and F1 score improved
dramatically in multi-domain datasets when using the
NB classifier. If we compare ETF-IDF with TFPOS-
IDF, the result showed an approximately 15% and 18%
increase in multi-domain-1 in Accuracy and F1 score,
respectively. In multi-domain-2, the increment is ap-
proximately 3.7% in Accuracy and 3.5% in F1 score.
Thus, it can be concluded that the larger and multi-
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Table 9: Results of NB- Accuracy (Acc.) and F1 score (F1).

Dataset USTW Schemes STW Schemes
TF-IDF ETF-IDF TFPOS-IDF TF-ICF TF-IDF-ICF TF-IDF-ICSDF
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

single-domain 0.684 0.675 0.699 0.692 0.706 0.702 0.712 0.698 0.653 0.643 0.549 0.541
multi-domain-1 0.503 0.452 0.705 0.700 0.559 0.525 0.667 0.648 0.624 0.626 0.528 0.525
multi-domain-2 0.691 0.686 0.796 0.793 0.759 0.758 0.760 0.758 0.675 0.673 0.524 0.520

Figure 4: Average Accuracy (a) and average F1-score (b) of each term weighting scheme with NB.

domain dataset favored the ETF-IDF with the NB clas-
sifier. [24] reported that the type of classifier impacts
the pattern of term weighting schemes, which we ob-
served in the case of ETF-IDF and NB with the larger
datasets. Another notable finding is that both ETF-
IDF and TFPOS-IDF outperformed standard TF-IDF
in all the datasets, which demonstrated the impact
of POS-based weighting, where verbs received higher
weight.

The results of NB with STW schemes are demon-
strated in Table 9 and Fig. 4. We can observe from
the figure that, like the SVM, TF-ICF outperformed
all other STW schemes with the NB. The results are
consistent with the SVM since IDF reduced the perfor-
mance when it was included with TF-ICF and formed
TF-IDF-ICF. From Table 9, The difference between
TF-ICF and TF-IDF-ICF is approximately 6% in the
single-domain dataset in both metrics, whereas 4.3%
and 2.2% in the multi-domain-1 in Accuracy and F1
score, respectively. In multi-domain-2, the difference
in performance is more significant, 8.5% in both evalu-
ation metrics. The TF-IDF-ICSDF performed the least
satisfactorily in the table, which was also the case with
the SVM classifier.

Comparison of the STW and USTW schemes
with NB. Fig. 4 shows the average performance
of each term weighting scheme with the NB classifier.
The average performance of each scheme was computed
by averaging the results of each dataset. The ETF-
IDF outperformed all the term weighting schemes with
the NB classifier, achieving 0.733 and 0.728 in Accu-

racy and F1 score, respectively. The TF-ICF outper-
formed all the term weighting schemes in Accuracy
and TFPOS-IDF in the F1 score in the single-domain
dataset. In the other datasets, ETF-IDF outperformed
all the schemes. The TF-ICF outperformed ETF-IDF
with only 1.3% and 0.6% in terms of Accuracy and F1
score in the single-domain dataset. In the other two
datasets, the ETF-IDF outperformed TF-ICF with a
significant difference. In multi-domain-1, the differ-
ence between ETF-IDF and TF-ICF is approximately
4% and 5% in Accuracy and F1 score, respectively. In
multi-domain-2, the difference is approximately 3.5%
in both evaluation metrics. This result showed that the
multi-domain datasets favored the ETF-IDF with the
NB classifier. Overall, TF-ICF outperformed TFPOS-
IDF with the NB classifier. As with SVM, the STW
scheme TF-IDF-ICSDF performed the least satisfac-
torily with NB among all the term weighting schemes
used in this study.

4.4 Results of MLP

This section discussed the results of the MLP classifier
with all term weighting schemes and datasets used in
this study. In all datasets, ETF-IDF outperformed the
standard TF-IDF and TFPOS-IDF, as shown in Ta-
ble 10 of the MLP classifier experiment results. How-
ever, the difference in performance is nearly identical in
terms of Accuracy and F1 score between ETF-IDF and
TFPOS-IDF in the single-domain dataset. In single-
domain, the difference in performance between ETF-
IDF and TFPOS-IDF is approximately 0.9% and 1.4%
in the Accuracy and F1 score, respectively. In multi-
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Table 10: Results of MLP - Accuracy (Acc.) and F1 score (F1)

Dataset USTW Schemes STW Schemes
TF-IDF ETF-IDF TFPOS-IDF TF-ICF TF-IDF-ICF TF-IDF-ICSDF
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

single-domain 0.686 0.678 0.705 0.698 0.696 0.684 0.759 0.752 0.715 0.710 0.643 0.638
multi-domain-1 0.695 0.691 0.719 0.718 0.706 0.702 0.745 0.740 0.717 0.712 0.651 0.647
multi-domain-2 0.758 0.756 0.800 0.799 0.769 0.766 0.815 0.811 0.789 0.785 0.712 0.707

Figure 5: Average Accuracy (a) and average F1-score (b) of each term weighting scheme with MLP.

domain-1, the difference is 1.3% in Accuracy and 1.6%
in the F1 score. The difference increased in multi-
domain-2, approximately 3% in both evaluation met-
rics. Another outcome is that overall, TFPOS-IDF
and ETF-IDF outperformed TF-IDF with the MLP
classifier, as shown in Fig. 5. This outcome is con-
sistent with the SVM and NB, where ETF-IDF and
TFPOS-IDF outperformed TF-IDF. Like SVM, over-
all, the MLP classifier showed very consistent results
for USTW schemes.

With the MLP classifier, TF-ICF outperformed
other STW schemes in all datasets, which we already
observed in SVM and NB. The difference in perfor-
mance between TF-ICF and TF-IDF-ICF is approx-
imately 4% in both evaluation metrics in the single-
domain dataset. In multi-domain-1, the difference in
performance is around 3% in both evaluation met-
rics and 2.5% in multi-domain-2. Another STW
scheme TF-IDF-ICSDF performed the least satisfac-
torily. This outcome is also consistent with the results
of SVM and NB classifiers. Overall, the MLP classifier
showed very consistent results for STW schemes.

Comparison of the STW and USTW schemes
with MLP. Fig. 5 shows the average performance
of each term weighting scheme with the MLP classifier.
The average performance of each scheme was computed
by averaging the results of each dataset. Overall, with
the MLP classifiers, the TF-ICF outperformed all the
schemes, which we have already seen in the case of the
SVM classifier. Overall, TF-ICF achieved an average
Accuracy of 0.773 and an average F1 score of 0.768 with

the MLP classifier. In all the datasets, the TF-ICF out-
performed all other term weighting schemes in both Ac-
curacy and F1 score. However, in multi-domain-2, the
difference in performance between TF-ICF and ETF-
IDF is very identical, 1.5% and 1.2% in Accuracy and
F1 score, respectively. In the other two datasets, the
difference in performance between TF-ICF and ETF-
IDF is significant. Not only ETF-IDF, TF-ICF signifi-
cantly outperformed another USTW scheme, TFPOS-
IDF, in all the datasets. The STW scheme TF-IDF-
ICSDF performed the least satisfactorily with the MLP
classifier among all the term weighting schemes. This
outcome is consistent with the results of the SVM and
NB classifier.

4.5 Impact of the dataset on the performance

Table 11 shows the average result of each dataset for
the USTW and STW schemes. The performance of
each dataset for STW and USTW schemes was ob-
tained by calculating the average performance of the
classifiers in each dataset for both types of schemes.
Table 11 shows that the single-domain dataset achieved
higher Accuracy and F1 score than the multi-domain
dataset multi-domain-1. However, another multi-
domain dataset, multi-domain-2, achieved the high-
est Accuracy and F1 score among all three datasets.
Among the three datasets, multi-domain-1 has the low-
est percentage of verbs, and multi-domain-2 has the
highest. The single-domain dataset has a higher per-
centage of verbs than multi-domain-1 but is lower than
multi-domain-2. The percentage of verbs present in the
dataset might be the reason for the superior results
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Table 11: Average performance achieved with each
Dataset – Accuracy (Acc.) and F1 score (F1).

Dataset USTW schemes STW schemes
Acc. F1 Acc. F1

single-domain 0.701 0.694 0.691 0.685
multi-domain-1 0.657 0.642 0.653 0.644
multi-domain-2 0.765 0.763 0.729 0.726

of multi-domain-2 and the least satisfactory results of
multi-domain-1.

4.6 Summary of the Results

Fig. 6 shows the average performance of each term
weighting scheme used in this study. Each scheme’s
average performance was computed by averaging the
results of all classifiers and datasets used in this
study. Dataset multi-domain-1 reported lower Accu-
racy and F1 score compared to other datasets for all the
classifiers. However, multi-domain-2, a multi-domain
dataset, delivered the best performance out of the three
datasets. If we compare the classifiers used in this
study, SVM and MLP are consistent overall, whereas
NB is inconsistent. From Fig. 6, overall, the ETF-
IDF outperformed TFPOS-IDF and TF-IDF among
the USTW schemes. However, TFPOS-IDF outper-
formed ETF-IDF in some instances. Both the ETF-
IDF and TFPOS-IDF significantly outperformed the
standard TF-IDF. This outcome is consistent with the
findings reported by [16] and [17], where these studies
reported consistently better results for ETF-IDF and
TFPOS-IDF, respectively, compared to the standard
TF-IDF. As a result, this finding supports the previ-
ous study’s [24] suggestion to use the ETF-IDF and
TFPOS-IDF as baseline schemes instead of TF-IDF to
compare the results for exam question classification.
Regarding the STW schemes, TF-ICF outperformed
TF-IDF-ICF and TF-IDF-ICSDF in all the datasets
and the classifiers. If we compare the performance of
all the schemes used in this study, Fig. 6 shows that
the TF-ICF outperformed all with an average of 0.748
and 0.742 in Accuracy and F1 score, respectively. An-
other outcome is that the USTW schemes ETF-IDF
and TFPOS-IDF outperformed the STW scheme TF-
IDF-ICF. TF-IDF-ICSDF, an STW scheme, performed
the least satisfactory of all the weighting schemes used
in this study, with an average Accuracy of 0.618 and
an average F1 score of 0.610. We may conclude from
this discussion that overall, the STW scheme TF-ICF
outperformed all the term weighting schemes used in
this study.

4.7 Statistical test

This study performed the two-sample t-test to inves-
tigate whether the performance of a term weighting
scheme is statistically different or not from another. A
few past studies [17, 25] of exam question classification

Figure 6: Average results of each term weighting
scheme.

used the two-sample t-test to investigate the statisti-
cal difference between the performance of term weight-
ing schemes. This statistical test was performed for
some of the notable findings of this study. One of the
findings of this study is that ETF-IDF and TFPOS-
IDF outperformed the standard TF-IDF. Hence, the
t-test was performed between ETF-IDF and TF-IDF
to investigate whether the difference in performance
between these two USTW schemes is statistically sig-
nificant. The subsequent t-test was conducted between
two USTW systems, TFPOS-IDF and TF-IDF. This
study also found that the STW scheme TF-ICF out-
performed the USTW schemes ETF-IDF and TFPOS-
IDF. So, the t-test was conducted between TF-ICF and
ETF-IDF and between TF-ICF and TFPOS-IDF.

This study used three datasets, three classifiers, and
two evaluation metrics, so for each of the comparisons
mentioned earlier, a total of 18 tests were conducted.
Null and alternative hypotheses were set for each hy-
pothesis test. The null hypothesis is that the mean
difference between the schemes’ performance is zero,
whereas the alternative hypothesis is that the mean dif-
ference between the schemes’ performance is not zero.
The alpha value was set to 0.05 in this hypothesis test.
The difference is statistically significant if the p-value is
smaller than the alpha value; else, it is statistically in-
significant. The null hypothesis is rejected if the result
is statistically significant, otherwise retained. These
tests are two-tailed because we are not concerned with
a specific direction and investigating whether the per-
formance is significantly different.

As per the comparison between USTW schemes from
Table 12, the difference in performance between the
ETF-IDF and TF-IDF is not statistically significant
with the single-domain dataset, except with the MLP
classifier. Regarding the other datasets, the difference
in performance is statistically significant with all the
classifiers. The difference in performance between the
TFPOS-IDF and TF-IDF is also statistically insignif-
icant with the single-domain dataset except with the
NB classifier in F1 score, as shown in Table 13. How-
ever, in other datasets, the difference in performance
is statistically significant except for the two cases:
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Table 12: Statistical test result of ETF-IDF vs. TF-IDF

Dataset classifier
P-value Decision
Accuracy F1 score Accuracy F1 score

single-domain SVM 0.833439 0.520945 x c x
single-domain NB 0.208852 0.092941 x x
single-domain MLP 0.016632 0.005424 ✓a ✓
multi-domain-1 SVM <0.000001 <0.000001 ✓ ✓
multi-domain-1 NB <0.000001 <0.000001 ✓ ✓
multi-domain-1 MLP 0.012627 0.005431 ✓ ✓
multi-domain-2 SVM 0.000016 0.000008 ✓ ✓
multi-domain-2 NB <0.000001 <0.000001 ✓ ✓
multi-domain-2 MLP 0.000080 0.000053 ✓ ✓
a statistically significant
c statistically insignificant

Table 13: Statistical test result of TFPOS-IDF vs. TF-IDF

Dataset classifier
P-value Decision
Accuracy F1 score Accuracy F1 score

single-domain SVM 0.252930 0.078153 x c x
single-domain NB 0.111442 0.025819 x ✓a

single-domain MLP 0.248097 0.402414 x x
multi-domain-1 SVM <0.000001 <0.000001 ✓ ✓
multi-domain-1 NB 0.000040 0.000005 ✓ ✓
multi-domain-1 MLP 0.256367 0.236227 x x
multi-domain-2 SVM <0.000001 <0.000001 ✓ ✓
multi-domain-2 NB 0.000004 0.000002 ✓ ✓
multi-domain-2 MLP 0.215473 0.241175 x x
a statistically significant
c statistically insignificant

Table 14: Statistical test result of TF-ICF vs. ETF-IDF

Dataset classifier
P-value Decision
Accuracy F1 score Accuracy F1 score

single-domain SVM 0.000143 0.000020 ✓a ✓
single-domain NB 0.092215 0.421947 x c x
single-domain MLP 0.000010 0.000001 ✓ ✓
multi-domain-1 SVM 0.269070 0.259336 x x
multi-domain-1 NB 0.001138 0.000101 ✓ ✓
multi-domain-1 MLP 0.008875 0.018961 ✓ ✓
multi-domain-2 SVM 0.004426 0.003453 ✓ ✓
multi-domain-2 NB 0.000085 0.000029 ✓ ✓
multi-domain-2 MLP 0.038331 0.051881 ✓ x
a statistically significant
c statistically insignificant

multi-domain-1, and multi-domain-2, with the MLP
classifier. These results showed that overall, ETF-
IDF and TFPOS-IDF statistically significantly outper-
formed the standard TF-IDF, except with the single-
domain dataset. The smaller size of the single-domain
dataset could be the reason for this insignificant result.

Table 14 shows the statistical test results between
the TF-ICF and ETF-IDF. From Table 14, we can see
that the difference in performance in the single-domain
dataset is statistically significant with the SVM and
MLP classifiers. The results are statistically signifi-

cant in other datasets except for multi-domain-1 with
SVM in both metrics and multi-domain-2 with MLP
in the F1 score. Regarding the statistical test results
of TF-ICF vs. TFPOS-IDF, we can see in Table 15
that the difference in performance is statistically sig-
nificant in the single-domain dataset with the SVM and
MLP classifiers. The test results are not statistically
significant with NB in the single-domain dataset. In
multi-domain-1, the results are statistically significant
with two classifiers: NB and MLP, whereas statistically
insignificant with the SVM in Accuracy. About multi-
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Table 15: Statistical test result of TF-ICF vs. TFPOS-IDF

Dataset classifier
P-value Decision
Accuracy F1 score Accuracy F1 score

single-domain SVM 0.001458 0.000139 ✓a ✓
single-domain NB 0.558082 0.639104 x c x
single-domain MLP 0.000010 0.000001 ✓ ✓
multi-domain-1 SVM 0.084398 0.034068 x ✓
multi-domain-1 NB <0.000001 <0.000001 ✓ ✓
multi-domain-1 MLP 0.001020 0.001105 ✓ ✓
multi-domain-2 SVM 0.183014 0.225432 x x
multi-domain-2 NB 0.976847 0.962520 x x
multi-domain-2 MLP 0.000031 0.000021 ✓ ✓
a statistically significant
c statistically insignificant

domain-2, only the results of the MLP classifier are sta-
tistically significant for TF-ICF vs. TFPOS-IDF. We
can conclude from this discussion that TF-ICF outper-
formed ETF-IDF and TFPOS-IDF statistically signif-
icantly in many cases. However, according to statisti-
cal test results, this study could not find the consistent
superiority of TF-ICF over the ETF-IDF and TFPOS-
IDF.

5 Conclusion

This study analyzed STW and USTW schemes for
exam question classification based on BT. For a bet-
ter comparison, this study used three classifiers and
three datasets. As for the term weighting, this research
used three STW and three USTW schemes. The SVM
and MLP classifiers showed better consistent results
than the NB. Overall, multi-domain-1, a multi-domain
dataset, reported lower Accuracy and F1 score com-
pared to the single-domain dataset. However, another
multi-domain dataset, multi-domain-2, reported bet-
ter results than the single-domain dataset. This out-
come indicated that the STW approach is effective for
single and multi-domain datasets. Among the STW
schemes, TF-ICF significantly outperformed the other
STW schemes, TF-IDF-ICF and TF-IDF-ICSDF. Re-
garding the USTW schemes, TFPOS-IDF and ETF-
IDF significantly outperformed standard TF-IDF. This
result reflected the impact of POS-based weighting,
in which the verb was given a higher weight in both
the ETF-IDF and the TFPOS-IDF. As a result of this
finding, we can conclude that POS-based weighting is
significant in exam question classification to improve
classification accuracy. The USTW scheme ETF-IDF
outperformed TFPOS-IDF in most of the scenarios.
However, the STW scheme TF-ICF outperformed all
the term weighting schemes used in this study. This
finding suggests that while term weighting, both POS-
based weighting and document distribution by class
category are significant for exam question classifica-
tion. As a result, combining POS-based weighting with
document distribution by class category may improve
exam question classification performance. In the fu-

ture, we may work on hybridization of both the STW
and USTW schemes to improve the BT-based exam
question classification accuracy.
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